Telecom Churn Prediction Project Documentation

Aim :-

To predict the customers who are likely to churn in the next N months & facilitate in taking business actions for reducing the churn.

Objective: -

Churn Prediction in Telecom using machine learning.

Estimating churners before they dis continue using a product or service is extremely important. In this Machine Learning project, you will develop a churn prediction model in telecom to predict customers who are most likely subject to churn.

In any service providing industry, when a customer decides to stop using the service either by cancelling the subscription or not paying for the service, we call this customer churn. Churn is defined as how many customers are not using the service for a certain period. Hence, customer churn is one of the essential metrics that every business must evaluate to grow. The churn rate is calculated by dividing the number of lost customers by the last number of customers. Thus, a company churn rate must be as low as possible, ideally 0%. But why is it so important to calculate the churn rate? Does it affect the business if you lose around 5% of customers? Yes, the answer is that it costs more to acquire a new customer than retain the existing customers. Retaining the current customers, any company can spend less on operating costs needed to reach new customers. So, we will use advanced machine learning techniques to predict the potential churners who are about to leave a company’s service and take the necessary steps to prevent it. This project aims to build a deep learning model that will help predict customers who are likely to churn in the next N months and facilitate in taking business actions for reducing the churn.

Project Template Outcomes

1. Understanding the Business problem:
2. Understanding what churn is, why to solve it and how to solve it.
3. Importing the dataset and required libraries.
4. Why have to do EDA (Exploratory Data Analysis).
5. Data cleaning and missing data handling if required, using appropriate methods.
6. Checking for class distributions.
7. Outlier Treatment.
8. Splitting dataset as per requirement.
9. Sampling the dataset.
10. Perform feature Engineering.
11. Building model using all ML algorithms.
12. Understanding different performance metrics like Confusion matrix, AUC, Recall, F1-score.
13. Building feature importance.
14. Analyzing the correlation plot and gaining insights.
15. Model refinement and implementation.

Understanding the Business problem: -

By using the business objective we are prediction the Telecom Churn prediction project process. when a customer decides to stop using the service either by cancelling the subscription or not paying for the service, we call this customer churn. Churn is defined as how many customers are not using the service for a certain period. Hence, customer churn is one of the essential metrics that every business must evaluate to grow. The churn rate is calculated by dividing the number of lost customers by the last number of customers. Thus, a company churn rate must be as low as possible, ideally 0%. But why is it so important to calculate the churn rate? Does it affect the business if you lose around 5% of customers? Yes, the answer is that it costs more to acquire a new customer than retain the existing customers. Retaining the current customers, any company can spend less on operating costs needed to reach new customers. So, we will use advanced machine learning techniques to predict the potential churners who are about to leave a company’s service and take the necessary steps to prevent it.

Understanding what churn is, why to solve it and how to solve it:-

By understanding this concept there is plenty of algorithm to solve like a Linear Regression, Logistic regression, Decision Tree, Random Forest method, K-NN concept, K-Mean Clusters, NLP, so many methods are available.

Each one explore it own way so that is like own protocols.

There is a python code with data science, the python exploration is efficient. Churn is nothing but user to drop a member from the

particular service provider. And also the vendors retain the customers at the same times. The vendor giving the service and there after continue with the real time customers. Suppose other vendors having previlages the drop using the customer is unavoidable.
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Importing the dataset and required libraries: -

1. According to the program aspect we are always using the Technology start with importing all the built-in libraries functions like as numpy, pandas, seaborn, matplot lib as pyplot, and also from sklearn that is called science kit tool function and so on.

So the sample library functions are:

import numpy as np

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

from IPython.display import display

from sklearn.preprocessing import PowerTransformer

from sklearn.model\_selection import train\_test\_split

from sklearn.preprocessing import StandardScaler

from sklearn.metrics import roc\_auc\_score

from sklearn.metrics import roc\_curve

from sklearn.feature\_selection import RFE

After importing libraries position the progammers who get the excel exact file name and pd.read\_csv to import the files.

Whether varname.head( ) to display the content which approximately 5 \* 21 rows and columns will displayed is it having missing values or not.

By similar way varname.tail( ) way it is decending order.

Also whether to find a null values through data information using.

If we have no null value here then the data information will easiest.

Suppose we are having null values we have to clear the data reducing using data cleaning.

Exploratory Data Analysis:

**Exploratory Data Analysis (EDA)**is an approach to analyze the data using visual techniques. It is used to discover trends, patterns, or to check assumptions with the help of statistical summary and graphical representations.

**Dataset Used:**

For the simplicity of the article, we will use a single dataset. We will use the employee data for this. It contains 8 columns namely – First Name, Gender, Start Date, Last Login, Salary, Bonus%, Senior Management, and Team.

**Dataset Used:**[Employees.csv](https://media.geeksforgeeks.org/wp-content/uploads/employees.csv)

Let’s read the dataset using the Pandas module and print the 1st five rows. To print the first five rows we will use the [**head()**](https://www.geeksforgeeks.org/python-pandas-dataframe-series-head-method/) function.

**Steps Involved in Exploratory Data Analysis:**

1. Data Collection. Data collection is an essential part of exploratory data analysis. ...
2. Data Cleaning. Data cleaning refers to the process of removing unwanted variables and values from your dataset and getting rid of any irregularities in it. ...
3. Univariate Analysis. ...
4. Bivariate Analysis.

Data cleaning and Missing data Methods:

Data cleaning is the process of fixing or removing incorrect, corrupted, incorrectly formatted, duplicate, or incomplete data within a dataset. When combining multiple data sources, there are many opportunities for data to be duplicated or mislabeled. If data is incorrect, outcomes and algorithms are unreliable, even though they may look correct. There is no one absolute way to prescribe the exact steps in the data cleaning process because the processes will vary from dataset to dataset. But it is crucial to establish a template for your data cleaning process so you know you are doing it the right way every time.

Having clean data will ultimately increase overall productivity and allow for the highest quality information in your decision-making. Benefits include:

* Removal of errors when multiple sources of data are at play.
* Fewer errors make for happier clients and less-frustrated employees.
* Ability to map the different functions and what your data is intended to do.
* Monitoring errors and better reporting to see where errors are coming from, making it easier to fix incorrect or corrupt data for future applications.
* Using tools for data cleaning will make for more efficient business practices and quicker decision-making.

Checking for class distributions:

In a normal distribution, data is symmetrically distributed with no [skew](https://www.scribbr.com/statistics/skewness/). When plotted on a graph, the data follows a bell shape, with most values clustering around a [central region](https://www.scribbr.com/statistics/central-tendency/) and tapering off as they go further away from the center.

Normal distributions are also called Gaussian distributions or bell curves because of their shape.

All kinds of variables in natural and social sciences are normally or approximately normally distributed. Height, birth weight, reading ability, job satisfaction, or SAT scores are just a few examples of such variables.

Because normally distributed variables are so common, many[statistical tests](https://www.scribbr.com/statistics/statistical-tests/) are designed for normally distributed populations.

Understanding the properties of normal distributions means you can use [inferential statistics](https://www.scribbr.com/statistics/inferential-statistics/) to compare different groups and make estimates about populations using samples.

Outlier Treatment:

**Outlier** **Treatment** is One of the important part of **data** pre -processing is the handling outlier. If your data contains outliers that affect our result which will depend on the data. So to remove these **outliers** from **data** **Outlier** **Treatment** is used.

Splitting dataset as per requirement:

1. Training set (Has to be the largest set)
2. Cross-Validation set or Development set or Dev set
3. Testing Set

The test set can be sometimes omitted too. It is meant to get an unbiased estimate of algorithms performance in the real world. People who divide their dataset into just two parts usually call their Dev set the Test set.

We try to build a model upon training set then try to optimize hyperparameters on the device set as much as possible then after our model is ready, we try and evaluate the testing set.

## **Training Set**:

The sample of data used to fit the model, that is the actual subset of the dataset that we use to train the model. The model observes and learns from this data and optimize its parameters.

## **Cross-Validation Set:**

We select the appropriate model or the degree of the polynomial (if using regression model only) by minimizing the error on the cross-validation set.

## **Test set:**

The sample of data used to provide an unbiased evaluation of a final model fit on the training dataset. It is only used once the model is completely trained using the training and validation sets. Therefore test set is the one used to replicate the type of situation that will be encountered once the model is deployed for real-time use.

Sampling the Dataset:

After this, we create a Python function called random\_sampling() that takes population data and desired sample size and produces as output a random sample. Systematic Sampling Systematic sampling is defined as a probability sampling approach where the elements from a target population are selected from a random starting point and after a fixed sampling interval.

Building model using all ML algorithms:

**Machine** **learning** happens to be a small part of this process. The **model** **building** process involves setting up ways of collecting data, understanding and paying attention to what is important in the data to answer the questions you are asking, finding a statistical, mathematical or a simulation model to gain understanding and make predictions.

Building model using all ML algorithms:

**Supervised Learning:** In [Supervised Learning](https://www.educba.com/what-is-supervised-learning/), the data set is labeled, i.e., for every feature or independent variable, there is a corresponding target data which we would use to train the model.

**Un-Supervised Learning:** Unlike in Supervised Learning, the data set is not labeled in this case. Thus clustering technique is used to group the data based on its similarity among the data points in the same group.

**Reinforcement Learning:** A special type of Machine Learning where the model learns from each action taken. The model is rewarded for any correct decision made and penalized for any wrong decision, which allows it to learn the patterns and make better accurate decisions on unknown data.

**Regression:** There is a continuous relationship between the dependent and the independent variables. The target variable is numeric in nature, while the independent variables could be numeric or categorical.

**Classification:** The most common problem statement you would find in the real world is classifying a data point into some binary, multinomial, or ordinal class. The target variable has only two outcomes (Yes/No, 0/1, True/False). In the Multinomial Classification problem, there are multiple classes in the target variable (Apple/ Orange/Mango, and so on). In the Ordinal classification problem, the target variable is ordered (e.g., the grade of students).

To solve this kind of problem, programmers and scientists have developed some programs or algorithms that could be used on the data to make predictions. These algorithms could be divided into linear and non-linear or tree-based algorithms. Linear algorithms like Linear Regression, Logistic Regression are generally used when there is a linear relationship between the feature and the target variable, whereas the data exhibits non-linear patterns, the tree-based methods such as [Decision Tree](https://www.educba.com/decision-tree-in-machine-learning/), Random Forest, [Gradient Boosting](https://www.educba.com/gradient-boosting-algorithm/), etc., are preferred.

**Linear Regression:**

As the name suggests, this algorithm could be used in cases where the target variable, which is continuous in nature, is linearly dependent on the dependent variables.

It is represented by:

**y = a\*x + b + e**, where y is the target variable we are trying to predict, a is the intercept, and b is the slope, x is our dependent variable used to make the prediction. This is a Simple Linear Regression as there is only one independent variable.

In the case of [Multiple Linear Regression](https://www.educba.com/multiple-linear-regression/), the equation would have been:

y = a1\*x1 + a2\*x2 + …… + a(n)\*x(n) + b + e

Here, e is the error term, and a1, a2.. a (n) are the coefficient of the independent variables.

A metric is used to evaluate the model’s performance, which could be Root Mean Square Error, which is the square root of the mean of the sum of the difference between the actual and the predicted values The goal of Linear Regression is to find the best fit line which would minimize the difference between the actual and the predicted data points.Logistic Regression

In terms of maintaining a linear relationship, it is the same as Linear Regression. However, unlike in Linear Regression, the target variable in Logistic Regression is categorical, i.e., binary, multinomial or ordinal in nature. Moreover, the choice of the activation function is important in Logistic Regression as for binary classification problems, the log of odds in favor, i.e., the sigmoid function, is used.

Machine Learning Algorithms could be used for both classification and regression problems. The idea behind the KNN method is that it predicts the value of a new data point based on its K Nearest Neighbors. K is generally preferred as an odd number to avoid any conflict. While classifying any new data point, the class with the highest mode within the Neighbors is taken into consideration. While for the regression problem, the mean is considered as the valueIn the case of a multi-class problem, the softmax function is preferred as a sigmoid function takes a lot of computation time. The metric used to evaluate a classification problem is generally Accuracy or the ROC curve. The more the area under the ROC, the better is the model. For example, a random graph would have an AUC of 0.5. The value of 1 indicates the most accuracy, whereas 0 indicates the least accuracy.

Understanding different performance metrics like Confusion matrix, AUC, Recall, F1-score:

Confusion\_Matrix:

A confusion matrix is a summarized table of the number of correct and incorrect predictions (or actual and predicted values) yielded by a classifier (or classification model) for binary classification tasks. In simple words, “ A confusion matrix is a performance measurement for machine learning algorithm ”.

AUC:

AUC stands for Area Under the Curve. ROC can be quantified using AUC. Th e way it is done is to see how much area has been covered by the ROC curve. If we obtain a perfect classifier, then the AUC score is 1.0. If the classifier is random in its guesses, then the AUC score is 0.5.

Recall:

how many right hits were also **identified**, is referred to as recall. Precision (your formula is wrong) is the percentage of returned hits that were true positives, or accurate hits.

F1-Score:-

**F1-Score** or **F-measure** is an evaluation metric for a classification defined as the harmonic mean of **precision** and **recall**. It is a statistical measure of the accuracy of a test or model. Mathematically, it is expressed as follows,

![f1 score formula](data:image/png;base64,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)  
Here, the value of F-measure(F1-score) reaches the best value at 1 end. the worst value at 0. F1-score 1 represents the perfect accuracy and recall of the model.

Precision is the first part of the F1 Score. It can also be used as an individual machine learning metric. It’s formula is shown here:
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You can interpret this formula as follows. Within everything that has been predicted as a positive, precision counts the percentage that is correct:

* A **not precise model**may find a lot of the positives, but its selection method is noisy: it also wrongly detects many positives that aren’t actually positives.
* A **precise model** is very “pure”: maybe it does not find all the positives, but the ones that the model does class as positive are very likely to be correct.

Analysing the correlation plot and gaining insights:

### **Carl Pearson Correlation Coefficient:**

One of the most used ones is the Pearson Correlation Coefficient. We can call it just the correlation coefficient. This coefficient is used to calculate the correlation with the terms:

1. The data have interval or ratio scale.

2. The relationship between the two variables must be linear, it means that the distribution of data generally scatters along a straight line.

3. Data is normally distributed.

Model refinement and implementation:

The model refinement task in system-level synthesis**transforms a specification from a functional model to a chosen implementation model**. In this paper, we categorize several commonly-used implementation models and then describe a set of refinement procedures to transform a specification to each of these implementation models.